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Figure 1. Camera-controlled video generation. Our method enables precise
camera controllability in pre-trained video diffusion transformers, allowing joint
conditioning of text and camera sequences. We synthesize the same scene with
two different camera trajectories as input. The inset images visualize the cameras
for the videos in the corresponding columns. The left camera sequence consists
of a rotation to the right, while the right camera visualizes a zoom-in, up, and
zoom-out trajectory.

Abstract

Numerous works have recently integrated 3D camera con-
trol into foundational text-to-video models, but the resulting
camera control is often imprecise, and video generation
quality suffers. In this work, we analyze camera motion
from a first principles perspective, uncovering insights that
enable precise 3D camera manipulation without compro-
mising synthesis quality. First, we determine that motion
induced by camera movements in videos is low-frequency
in nature. This motivates us to adjust train and test pose
conditioning schedules, accelerating training convergence
while improving visual and motion quality. Then, by probing
the representations of an unconditional video diffusion trans-
former, we observe that they implicitly perform camera pose
estimation under the hood, and only a sub-portion of their
layers contain the camera information. This suggested us to
limit the injection of camera conditioning to a subset of the

architecture to prevent interference with other video features,
leading to 4× reduction of training parameters, improved
training speed and 10% higher visual quality. Finally, we
complement the typical dataset for camera control learning
with a curated dataset of 20K diverse dynamic videos with
stationary cameras. This helps the model disambiguate the
difference between camera and scene motion, and improves
the dynamics of generated pose-conditioned videos. We com-
pound these findings to design the Advanced 3D Camera
Control (AC3D) architecture, the new state-of-the-art model
for generative video modeling with camera control.

1. Introduction

Foundational video diffusion models (VDMs) trained on
internet-scale data, acquire abundant knowledge about the
physical world [10]. They not only learn appearance and
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plausible 2D dynamics, but they also have abundant under-
standing of 3D structure [7]. However, most of this knowl-
edge is stored implicitly within the model, as these models do
not expose fine-grained control mechanisms, such as camera
motion control. We recently witnessed a surge of works
that bring 3D camera control into foundational video mod-
els [38, 150, 166], but the control they provide is not very
precise, and the synthesis quality is often compromised [6].
We analyze camera motion control in video diffusion models
from first principles, and develop several findings that allow
us to incorporate precise 3D camera conditioning without
degrading synthesis quality. To perform our analysis we
train a 11.5B-parameters VDiT (video latent diffusion trans-
former) [100] on a dataset of 100M text/video pairs. On this
model, we perform three key studies. With what we learn,
we adapt the camera control solution from VD3D [6] from a
pixel-based to latent-based diffusion model, and significantly
increase its performance.

1) The spectral properties of camera motion. To study
the statistical nature of motion control, we analyze motion
spectral volumes (MSV) [75] of the videos generated by a
large-scale video DiT model. MSVs show the amount of en-
ergy in different portions of the frequency spectra (i.e., high
energy in the low frequencies indicate smooth motion) and
we measure them across 200 generated videos of different
types (camera motion, scene motion, scene plus camera mo-
tion) and at various stages of the denoising synthesis process.
We observe that camera motion mostly affects the lower
portion of the spectrum and kicks in very early (≈10%)
in the denoising trajectory. Then, as diffusion models are
inherently coarse-to-fine in nature [25], we restrict our cam-
era conditioning to only being injected on the subset of the
denoising steps corresponding to low-frequencies. This re-
sults in ≈15% higher visual fidelity, ≈30% better camera
following, and mitigates scene motion degradation.

2) Camera motion knowledge in VDiTs. Then, we consider
our text-only VDiT, and determine whether such a model
possesses knowledge about cameras, and where this knowl-
edge is expressed within its architecture. With this objective,
we feed the (unseen during training) RealEstate10k [198]
videos to our VDiT, and perform linear probing [27] to de-
termine if camera poses can be recovered from its internal
representation. Our analysis revealed that a video DiT im-
plicitly performs camera pose estimation under the hood,
and the presence of camera knowledge in a disentangled
form peaks in its middle layers. This implies that the camera
signal emerges in its early blocks to allow the later ones rely
on it to build subsequent visual representations. Therefore,
we adjust our conditioning scheme to only affect the first
30% of the architecture, leading to a ≈4× reduction in train-
ing parameters, 15% training and inference acceleration, and
10% improved visual quality.

3) Re-balancing the training distribution. Finally, to
supervise camera control architectures, the typical solu-
tion is to rely on the camera pose annotations provided by
RealEstate10k [198]. However, this dataset contains mostly
static scenes, which results in significant motion degradation
of the fine-tuned video model. To overcome this problem, we
curate a subset of 20K diverse videos with dynamic scenes
but static cameras. As the camera conditioning branch is
still activated for these videos, this helps the model disam-
biguate the camera from scene movement. Our experiments
show that this simple adjustment in the data is sufficient to
recover the scene dynamism while still enabling an effective
pose-conditioned video model.

Contributions. We compound the knowledge gained from
these three studies into the design of the Advanced 3D Cam-
era Control (AC3D) method. We perform extensive ablation
studies and compare against state-of-the-art models for cam-
era control, including MotionCtrl [150], CameraCtrl [38],
and VD3D [6]. We demonstrate 18% higher video fidelity
and 25% more precise camera steering in terms of quanti-
tative metrics than a closest competitor, and our generated
videos are favored to others in 90% of cases.

2. Related work
Our approach lies at the intersection of text-to-video, text-
to-3D, and text-to-4D generation approaches. We refer to
recent state-of-the-reports [101, 179] for a more thorough
analysis of previous work.

Text-to-video generation. Our approach builds on recent
advancements in 2D video diffusion models. One promi-
nent technique in this area enhances text-to-image mod-
els by adding temporal layers to support video genera-
tion [7, 8, 36, 36, 120, 152]. While these methods use the
U-Net architecture, more recent ones [10, 92, 93, 168] have
been adapting transformer-based architectures for more scal-
able, realistic, and highly dynamic scene generation. We are
interested in controlling the camera movements during the
generation process of recent transformer-based video models
based on precise camera extrinsics, i.e., cameras represented
as rotation and translation sequences for each frame.

4D generation. Early 4D generation works [2, 164] used 4D
GANs to learn category-specific generators with an under-
lying dynamic 3D representation. More recent approaches
[4, 5, 5, 81, 121, 195] have tackled 4D generation by dis-
tilling motion priors from pre-trained video diffusion mod-
els into an explicit 4D representation, enabling category-
agnostic 4D generation. Follow-up works investigate image
or video conditioned 4D generation [33, 76, 81, 98, 109,
172, 181, 192, 195] instead of pure text inputs, improving
flexibility in the generation process. While most of these
works are object-centric, recent approaches [4, 159] shifted
towards more complex scenes, including methods [23, 174]
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Figure 2. VDiT-CC model with ControlNet [71, 187] camera conditioning built on top of VDiT. Video synthesis is performed by large
4,096-dimensional DiT-XL blocks of the frozen VDiT backbone, while VDiT-CC only processes and injects the camera information
through lightweight 128-dimensional DiT-XS blocks (FC stands for fully-connected layers); see Section 3.2 for details.

which model the background. However, all these methods
are optimization-based, i.e., each scene is generated inde-
pendently from scratch. Recently, L4GM [110] proposes
a feed-forward 4D generator trained on object-centric syn-
thetic 4D data. While these approaches are explicit and
provide space-time control, they are limited in their photo-
realism compared to recent 2D video diffusion models. We
investigate dynamic 3D scene generation from a different
perspective by extending pre-trained video diffusion models
with 3D camera control.
Camera control for video models. Recently, there has
been significant progress in adding camera control to video
diffusion models. As the pioneering work, MotionC-
trl [150] learns camera control by conditioning pre-trained
video models [7, 17] with extrinsics matrices. Follow-up
works [38, 65, 160] further improve the conditioning mecha-
nisms by representing cameras as Plücker coordinates. An-
other line of work [49, 50, 82, 155] controls camera motion
without training additional parameters. However, all of these
approaches use U-Net-based architectures as their backbone.
More recently, 4DiM [151] trains a space-time diffusion
model from scratch for novel view synthesis from a single
image input. Closely related to our work, VD3D [6] incor-
porates camera control into a pre-trained video diffusion
transformer. While the motion and camera control improves
over U-Net-based approaches, the synthesized motion in the
scenes and the visual quality are still degraded compared to
the base video model. In contrast to VD3D, we first thor-
oughly investigate the pre-trained base video model and its
knowledge of camera motion. We derive an improved train-
ing and architecture design for high-quality and dynamic
video generation based on our findings.
Concurrent works. Concurrent approaches [68, 128, 158,
176, 184, 193, 194] further improve camera control in U-
Net-based architectures, while another work [22] tackles
video diffusion transformer. However, the scene and visual

quality is still limited in that approach. [51] explores pose
estimation with a video DiT by pairing it with DUSt3R [146]
and fine-tuning, while we perform linear probing without
any training to assess its existing camera knowledge.

3. Method
We first describe our base video diffusion model (Sec. 3.1),
and the baseline camera control method built on top of
it (Sec. 3.2). Then, we proceed with the analysis of mo-
tion (Sec. 3.3), linear probing (Sec. 3.4) and dataset bi-
ases (Sec. 3.5), and additional insights on how to build an
effective camera control (Sec. 3.6)

3.1. Base model (VDiT)
Following Sora [10], most modern foundational video gener-
ators use the diffusion framework [45, 123] to train a large-
scale transformer [140] in the latent space of a variational au-
toencoder [64, 111, 112] to generate videos from text descrip-
tions. We adopt the same design and, for a base video model,
pre-train an 11.5B-parameters Video DiT model [100] with
32-blocks of 4,096 hidden dimensionality for text-to-video
generation in the latent space of CogVideoX [168] 16-
channels 4×8×8-compression autoencoder with the rectified
flow diffusion parametrization [85]. We use the T5 [108]
encoder to produce text embeddings, which are passed into
VDiT via cross-attention. We train our base model on a large-
scale dataset of images and videos with text annotations, with
resolutions ranging from 17×144×256 to 121×576×1024.
Such design is fairly standard and followed by many exist-
ing works with little deviation [32, 102, 168, 196], and we
describe our particular architectural and training setups in
detail in Appendix C.

3.2. VDiT with Camera Control (VDiT-CC)
To construct a baseline architecture for camera control, we
implement ControlNet [18, 187] conditioning on top VDiT.
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Figure 3. Comparing motion spectral volumes for scenes with
different motion types. Videos with camera motion (purple) ex-
hibit stronger overall motion than the videos with scene motion
(orange), especially for the low-frequency range, suggesting that
the motion induced by camera transitions is heavily biased towards
low-frequency components.

Similarly to [6, 38, 150], we use the RealEstate10k [198]
dataset, consisting of 65k (text, video, camera trajectory)
triplets (xn,yn, cn)

N
n=1 and train a new set of model param-

eters to input the camera information into the model. Camera
trajectories c ∈ Rf×25 are provided in the form of camera
extrinsics Cf ∈ R4×4 and intrinsics Kf ∈ R3×3 for each
f -th frame xf .

Camera conditioning. For base camera control, we adapt
VD3D [6] since it was designed for transformer-based mod-
els and suits our setup the most, while other methods are
built on top of UNet-based [113] backbones. We use Plücker
camera representations [6, 16, 38, 59, 122], which are pro-
jected to the same dimensionality and resolution as the video
tokens via a fully-convolutional encoder to produce camera
tokens. These camera tokens are processed by a sequence
of lightweight DiT-XS blocks with 128 hidden dimension-
ality and 4 attention heads each. To mix the camera informa-
tion with the video tokens of VDiT, we found a summation
to be sufficient, which we perform before each main DiT
block. We also found it useful to perform cross-attention
from video tokens to camera tokens as a form of a feedback
connection [71]. We illustrate this architecture VDiT-CC in
Figure 2; see implementation details in Appendix C.

Training. Keeping the VDiT backbone frozen, we train
the new parameters with a rectified flow objective [85] and
standard (location of 0 and scale of 1) logit-normal noise
distribution [28]. Similar to prior works[6, 151], we ap-
ply a 10% camera dropout to support classifier-free guid-
ance (CFG) [43] later. Notably, we train VDiT-CC only at
the 2562 resolution: since camera motion is a low-frequency
type of signal (which is fully unveiled at lower resolutions)
and the main VDiT backbone is frozen, we found that such
design generalizes to higher resolutions out-of-the-box. Dur-
ing inference, we input text prompts and camera embeddings
with classifier-free guidance at each time step.

Model behavior. This baseline model, being built on top of
our powerful VDiT, already achieves decent-quality camera
control. However, it struggles with degraded visual quality,
reduced scene motion, and sometime the camera control
gets ignored. To improve the design, we analyze our VDiT
backbone to understand how camera motion is modeled and
represented by it, and then inspect VDiT-CC’s failure cases
and where they arise to rigorously address them.

3.3. How is camera motion modeled by diffusion?
We start by analyzing how camera motion is modeled by a
pre-trained video diffusion model (i.e., before camera control
is incorporated). We hypothesize that the motion induced
by changes in camera pose is a low-frequency type of sig-
nal and investigate the motion spectral volumes [75] of the
generated videos at different steps of the denoising process.
To perform this analysis, we generate 200 diverse videos
with our VDiT model with 80-steps denoising and manually
annotate them into four categories: videos with only scene
motion, videos with only camera motion, videos with both
scene and camera motion, and others; see Appendix D for
details. During generation, we save the denoised predictions
at each denoising step and estimate optical flow to compute
the motion spectral volumes.

Analysis. We visualize these lines with 95% confidence
intervals in Figure 3. Videos with camera motion exhibit
higher amplitudes than scene-motion-only videos for low-
frequency components while having similar characteristics
for high-frequency ones. This supports the conjecture that
the camera motion is a low-frequency type of signal. We also
depict an example of a generated video with both scene and
camera motion with four denoising steps on Fig. 4a: one can
observe that the camera movement has been fully produced
by t=0.9 (first 10% of the rectified flow denoising process).
In contrast, scene motion details like the hand movements of
the subjects are not finalized even till t=0.5.

Inspired by this finding, we pose the question: when does
exactly a video diffusion model determine the camera? To
answer it, we plot aggregated spectral volumes for different
timesteps in Figure 4b, and also their ratio with respect to
the last timestep t=0 (for which all the motion has been
produced) We then inspect when different types of motion
kick in during the denoising process. Figure 4b (right) shows
that the low-frequency motion components fill up to ≈84%
at t=0.9 (the first 10% of the denoising process), while high-
frequency ones are not well complete until t=0.6.

An immediate consequence of this observation is that try-
ing to control the camera later in the denoising trajectory is
simply unnecessary and will not influence the manipulation
result. In this way, instead of using the standard logit-normal
noise level distribution of SD3 [28] with a location of 0.0
and scale of 1.0 (which we use by default for VDiT), we
switch to using truncated normal with a location of 0.8 and
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(a) A generated video at different diffusion
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(b) Motion spectral volumes of VDiT’s generated videos for different diffusion timesteps (left) and their
ratio w.r.t. the motion spectral volume at t = 0 (i.e., a fully denoised video).

Figure 4. How camera motion is modeled by diffusion? As visualized in Figure 4a and Figure 3, the motion induced by camera transitions
is a low-frequency type of motion. We observe that a video DiT creates low-frequency motion very early in the denoising trajectory:
Figure 4b (left) shows that even at t=0.96 (first ≈4% of the steps), the low-frequency motion components have already been created, while
high frequency ones do not fully unveil even till t=0.5. We found that controlling the camera pose later in the denoising trajectory is not
only unnecessary but detrimental to both scene motion and overall visual quality.

scale of 0.075 on the [0.6, 1] interval to cover the early steps
of the denoising rectified flow trajectory. Besides, we apply
camera conditioning at inference time on the same [0.6, 1]
interval. But surprisingly, we observe that it is unnecessary
but also detrimental to the scene motion and overall visual
quality. Following this insight, we restrict both our train-time
noise levels and test-time camera conditioning schedules to
cover only the first 40% of the reverse diffusion trajectory.
As Sec. 4.3 shows, it improves FID and FVD by 14% on
average, and camera following by 30% on MSR-VTT (the
dataset which measures generalization to diverse, out-of-fine-
tuning-distribution scenes). Besides, it enhances the overall
scene motion, which we demonstrate qualitatively.

3.4. What does VDiT know about camera pose?

Foundational video models acquire rich knowledge about
the physical world, and we hypothesize that they store infor-
mation about the camera signal within their representations.
To investigate this, we perform linear probing of our base
VDiT model on the RealEstate10k [198] dataset (not seen
during training) for camera extrinsics.

Specifically, we take 1,000 random 49-frame videos from
RealEstate10K, feed them into VDiT under 8 noise levels
(1/8, 2/8, ..., 1), and extract the activations for all 32 DiT
blocks. Next, we split them into 900 train and 100 test
videos and train a linear ridge regression model to predict
the rotation pitch/yaw/roll angles and translation vectors for
the entire viewpoint trajectory (49× 6 target values in total).
This results in 8 × 32 trained models, and we report the
rotation and (normalized) translation errors [38] on a held-
out test set of 100 videos in Figure 5. Surprisingly, VDiT can
accurately predict the camera signal, achieving minimum
test errors of ≈0.025 for rotation and for ≈0.48 translation

prediction. The knowledge quality increases around layer
#9 and peaks in the range of #13-21. We reason that since
the camera information in block #13 is stored in such a
disentangled manner, then the model is using it to build
other representations, and conditioning the camera at this
point is risky and unnecessary and would interfere with other
visual features. In this way, we propose to input the camera
only in the first #8 blocks and leave the rest 24 DiT blocks
unconditioned. We empirically found in Section 4.3, that
this not only reduces the amount of trainable parameters ≈4
times and improves training speed ≈15%, but also enhances
the visual quality ≈10%.

3.5. Mitigating training data limitations

Estimating camera parameters from in-the-wild videos re-
mains challenging, as leading methods like [115, 116, 146,
191] frequently fail when processing videos containing dy-
namic scene content. This limitation has resulted in camera-
annotated datasets being heavily biased toward static scenes,
particularly evident in RealEstate10K (RE10K) [198], which
is the predominant dataset for training camera-controlled
video models [6, 38, 150]. We hypothesize that models fine-
tuned on such data interpret camera position information as
a signal to suppress scene dynamics. This bias persists even
when jointly training on unconstrained 2D video data [151],
because the camera conditioning branch is only activated
when camera parameters are available, which occurs exclu-
sively for static scenes from RE10K, as static scenes remain
the only reliable source for accurate camera annotation.

To address this fundamental limitation, we propose an
alternative approach: rather than attempting to annotate
dynamic scenes, which proved unsuccessful in our exten-
sive preliminary research, even with state-of-the-art meth-
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Figure 5. Video DiT is secretly a camera pose estimator. We perform linear probing of camera poses in each of VDiT blocks for various
noise levels and observe that video DiT performs pose estimation under the hood. Its middle blocks carry the most accurate information
about the camera locations and orientations, which indicates that the camera signal emerges in the early layers to help the middle and late
blocks render other visual features aligned with the viewpoint.

ods [146], we curate a collection of 20K diverse videos
featuring dynamic scenes captured by stationary cameras
(see Figure 6). With stationary cameras, the camera position
is inherently known, (we can assign fixed arbitrary extrin-
sics), allowing us to maintain active camera conditioning
during training. This approach enables the camera condition-
ing branch to remain active during training while exposing
the model to dynamic content, helping it distinguish be-
tween viewpoint conditioning and scene stillness. On top
of this secondary dataset, following [151], we remove the
scale ambiguity in RE10K by leveraging an off-the-shelf
metric depth estimator; see Appendix G. Our experiments in
Sec. 4.3 demonstrate that this straightforward yet effective
data curation strategy successfully mitigates the distribu-
tional limitations of RE10K, restoring much of the lost scene
dynamics, while maintaining precise camera control.

3.6. Miscellaneous improvements
In addition to our core analysis, we introduce several auxil-
iary techniques that enhance model performance.
1D temporal camera encoder. VDiT-CC processes videos
in the autoencoder’s latent space with 4× temporal compres-
sion [168], raising the question of how to incorporate full-
resolution camera parameters. While camera poses could be
naively downsized (e.g., subsampled or reshaped) to match
the latent resolution, this would force small DiT-XS blocks
to process compressed camera information. Instead, we im-
plement a sequence of causal 1D convolutions that transform
a F×6 sequence of Plücker coordinates for each pixel into a
(F//4)×32 representation; see Appendix C.
Separate text and camera guidance. Text and camera
signals require different guidance weights due to their dis-
tinct nature, motivating us to separate their classifier-free
guidance (CFG) [9, 44]. We formulate the equation as:

ŝ(x|y, c) = (1 + wy + wc)sθ(x|y, c) (1)
− wysθ(x|c)− wcsθ(x|y),
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Figure 6. RealEstate10k [198] videos (upper 2 rows) contain di-
verse camera trajectories, but are strongly biased towards static
scenes. To mitigate this bias and also increase the concepts diver-
sity, we curate 20K videos with stationary cameras, but dynamic
content (lower 2 rows). Such dataset is easy to construct, and
surprisingly effective. Section 4.3 shows that integrating it into
our training allows to improve visual quality on out-of-distribution
prompts by 17%.

where ŝ(.) denotes the final update direction used during
synthesis, sθ represents the model’s predicted update direc-
tion, y and c are text and camera conditions, and wy and wc

are their respective CFG weights.

ControlNet with feedback. Traditional ControlNet [187],
used in recent camera control methods [6, 38, 150], only
processes conditioning signals without accessing the main
branch. Our experiments show that adding cross-attention
from video tokens to camera tokens in transformer computa-
tions enables better camera representations. This modifica-
tion behaves as a feedback mechanism [71] provided by the
main synthesis branch to the camera processing branch.

Dropping context in the camera branch. We found that
applying cross-attention over the context information (text
prompts, resolution, etc.) in the camera DiT-XS blocks
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Human Preference
Method CA MQ TA VQ Overall

Ours vs. VD3D (FIT) 89.5% 79.0% 87.5% 97.5% 95.0%
Ours vs. VD3D (DiT) 65.0% 87.5% 83.5% 95.0% 92.5%

Table 1. User study. We compare our approach to the origi-
nal VD3D (FIT) and reimplemented VD3D (DiT) on top of our
base model. We conduct a user study where participants indicate
their preference based on camera aligntment (CA), motion quality
(MQ), text alignment (TA), visual quality (VQ), and overall prefer-
ence (Overall).

lead to detrimental visual quality and camera steering due to
harmful interference of the context embeddings with camera
representations.

4. Experiments

Datasets. Our base VDiT model was trained on a large-
scale dataset of text-annotated images and videos. VDiT-CC
is fine-tuned from VDiT on RealEstate10K [198], contains
≈65M video clips with per-frame camera parameters (ex-
trinsics and intrinsics) since it is the setup used by existing
methods [6, 38, 150].

Metrics. To assess the performance, we rely on a wide range
of automatic quantitative metrics and user studies. For the
metrics, we use FID [42], FVD [137], and CLIP score [41]
to evaluate visual quality, and rotation and normalized trans-
lation errors [38] of ParticleSfM [191]-reconstructed trajec-
tories to assess camera steerability. We evaluate them both
on RE10K and MSR-VTT [161], since the latter allows to
assess zero-shot generalization on out-of-distribution data.

In the user study, we engage 10 professional labelers, each
of whom evaluates 100 different video pairs. The labelers
are asked to choose between two videos based on several
preference metrics:
• Camera Alignment (CA): How well the camera trajectory

follows the reference video.
• Motion Quality (MQ): Which video has larger and more

natural motion.
• Text Alignment (TA): Which video better aligns with the

provided reference text prompt.
• Visual Quality (VQ): Which video has a higher overall

visual quality.
• Overall Preference (Overall): Which generated video the

user would prefer for this task.

4.1. Baselines
We select 3 contemporary camera-control methods: Mo-
tionCtrl [150], CameraCtrl [38], and VD3D [6]. MotionCtrl
and CameraCtrl use a UNet-based video diffusion back-
bone [36], while VD3D builds on top of FIT [21, 93] and

as such, is easily extendable to our video DiT [100] setup.
That’s why we re-implement it on top of our VDiT model
to obtain an additional “VD3D+DiT” baseline. Besides,
we also employ the unconditional base VDiT model as a
reference for visual quality degradation.

4.2. Main results
We present the quantitative comparison results against the
baselines in Tab. 2. One can observe that just switching from
4B-parameters pixel-space FIT [21] backbone, employed by
the original VD3D approach, to our larger 11.5B-parameters
latent-space DiT yielded clear gains across the most of the
metrics. Next, the results demonstrate that our AC3D es-
tablishes a new state-of-the-art performance against all the
baselines, and achieves ≈18% better visual quality than the
closest competitor (VD3D DiT) and ≈25% more precise
camera steering. As evaluating the quality of camera mo-
tion by staring at a small selection of frames in a PDF is
incredibly difficult, we instead opt for visualizing all qualita-
tive results in the website provided within our supplementary
material. Therein, we can observe that AC3D better follows
pose conditioning, and achieves higher visual fidelity. We
conduct user studies against VD3D+FIT (the original model)
and VD3D+DiT (our improved re-implementation on top
of the bigger video transformer). The results are presented
in Table 1: our AC3D outperforms them across all the qual-
itative aspects, achieving 90%+ overall preference score.
Finally, we encourage the reader to assess the visual quality
by observing the video comparisons in our supplementary
materials.

4.3. Ablations

No camera conditioning. The first ablation we conduct is
dropping any camera conditioning at all, which makes the
model equivalent to vanilla VDiT. It is needed to understand
the visual quality and text alignment degradation. The results
(Tab. 2, row w/o camera cond) show that our model loses less
only ≈7% of the original visual fidelity on MSR-VTT(as
measured by FVD), while (as expected) greatly improves
on its in-domain RE10K data. In comparison, VD3D-DiT
(the closest baseline) loses ≈20% of its visual fidelity on
MSR-VTT.
Importance of biasing the noise towards higher levels. As
Sec. 3.3 tells, we use the truncated normal distribution with
location of 0.8 and scale of 0.075 with the [0.6, 1] bounds
for training AC3D. We ablated the importance of biasing
the noise sampling towards high noise and observe higher
motion, visual quality, and camera controllability.
Importance of truncating the noise schedule. We change
the training and inference procedure by using no truncation
during noise sampling. Instead, we condition the model
with camera inputs over the whole noise range and observe
decreased visual quality.
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Method RealEstate10K [198] MSR-VTT [161]

TransErr ↓ RotErr ↓ FID ↓ FVD ↓ CLIP ↑ TransErr ↓ RotErr ↓ FID ↓ FVD ↓ CLIP ↑
MotionCtrl [150] 0.477 0.094 2.99 61.70 26.46 0.593 0.137 16.85 283.12 24.11
CameraCtrl [38] 0.465 0.089 2.48 55.64 26.81 0.587 0.132 12.33 201.33 25.05
VD3D (FIT) [6] 0.409 0.043 1.40 42.43 28.07 0.504 0.050 7.80 165.18 26.89
VD3D (DiT) 0.421 0.056 1.21 38.57 28.34 0.486 0.047 6.88 137.62 27.90
AC3D (ours) 0.358 0.035 1.18 36.55 28.76 0.428 0.038 5.34 110.71 28.58

w/o camera cond +0.233 +0.153 +4.02 +53.83 -1.63 +0.266 +0.157 -0.48 -8.53 +0.35
w/o biasing noise +0.093 +0.015 +0.02 +1.78 -0.32 +0.138 +0.033 +0.59 +16.92 -0.54
w/o noise truncation +0.020 -0.003 +0.06 +1.69 -0.20 +0.016 +0.005 +0.76 +6.63 -0.18
w/o camera CFG +0.014 +0.004 +0.49 +4.57 -0.54 +0.025 +0.003 +0.03 +1.42 -0.27
w/o our dynamic data -0.005 -0.004 -0.06 +0.22 -0.20 +0.004 -0.001 +0.89 +4.40 -0.55
w/o metric scaled data +0.013 +0.005 +0.17 +4.65 0.00 +0.023 +0.002 -0.01 0.00 -0.12
w/o dropping camera context +0.013 +0.001 +0.04 +2.46 -0.65 +0.029 +0.003 +1.25 +7.41 -0.36
w/o limiting camera cond to 8 blocks -0.001 +0.001 +0.09 +0.56 -0.02 +0.003 0.000 +0.32 +9.23 -0.33
w/ 2D training +0.129 +0.068 +2.60 +33.85 -1.17 +0.128 +0.093 -0.26 -3.83 +0.21

Table 2. Quantitative evaluation. We evaluate all the models using camera pose and visual quality metrics based on unseen camera
trajectories. We compute translation and rotation errors based on the estimated camera poses from generations using ParticleSfM [191]. We
evaluate both in-distribution with RealEstate10K [198] and out-of-distribtion with MSR-VTT [161].

No camera guidance. We assess the importance of classifier-
free guidance [43] on the camera conditioning in Tab. 2
(w/o camera CFG). It attains the same visual quality on
both in-distribution (RE10K) and out-of-distribution (MSR-
VTT) data, but degrades camera following, resulting in ≈5%
higher pose reconstruction errors.

Training without our data with scene motion. To un-
derstand how well our curated data with scene motion but
stationary cameras mitigate static scene bias, we train AC3D
exclusively on RE10K, and report the results in Tab. 2 (w/o
our dynamic data). It let the model maintain similar visual
quality and text alignment on RE10K (in-domain data), but
degraded its performance on out-of-distribution concepts
of MSR-VTT (≈17% worse FID and ≈4% worse FVD).
Evaluating the quality of scene motion is only reasonably
through qualitative assessment, which is why we refer the
reader to our qualitative comparisons in the supplementary
which highlight the positive influence of our curated data on
scene dynamics.

Importance of metric scaled cameras. We train AC3D
using the original RE10K’s camera parameters without our
scaling procedure and present the results in Tab. 2 (w/o met-
ric scaled data). Since it is a more ambiguous conditioning
signal, it made the model lose both visual quality (≈10%
FVD on RE10K) and also fail to accurately follow the cam-
era, leading to ≈12% higher trajectory reconstruction errors.

Providing context into the camera branch. As discussed
in Sec. 3.6, we chose not to input the context information
(text embeddings, resolution conditioning, etc.) into the
lightweight camera branch to avoid potential interference
with the camera representations. As Tab. 2 (w/o dropping
camera context) shows, providing this information indeed
results in ≈4% worse camera following and ≈15% lower
visual quality.

Importance of limiting conditioning to the first 8 VDiT
blocks. Following our insights in Sec. 3.4, we condition
AC3D only in the first 8 blocks. Trying to condition in all
the 32 DiT blocks (w/o limiting camera cond to 8 blocks)
worsens the visual quality by ≈10%, while keeping the qual-
ity control at the same level. This suggests that the middle
and late VDiT layers indeed rely on processed camera in-
formation and conditioning them on external camera poses
might lead to interference with other visual features.

Joint training with 2D data. To mitigate visual quality
and scene motion degradation, we attempted to perform
joint training on 2D video data (without camera annota-
tions) which was used in base VDiT training by applying
dropout on camera inputs for it. While some prior works
showed beneficial performance of such strategy [151] and, as
Tab. 2 (with 2D training) shows, it indeed helped to maintain
slightly higher visual fidelity (≈3% better FVD on MSR-
VTT), camera steering severely deteriorated: up to 3× worse
results for translation/rotation errors.

5. Conclusions
Our findings demonstrate that principled analysis of
camera motion in video diffusion models leads to signif-
icant improvements in control precision and efficiency.
Through enhanced conditioning schedules, targeted
layer-specific camera control, and better-calibrated training
data, AC3D achieves state-of-the-art performance in 3D
camera-controlled video synthesis while maintaining
high visual quality and natural scene dynamics. This
work establishes a foundation for more precise and
efficient camera control in text-to-video generation. We
discuss the limitations of our approach in Appendix B.
In future work, we plan to focus on further improving
data limitations and develop control mechanisms for
camera trajectories far outside of the training distribution.
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[47] Lukas Höllein, Aljaž Božič, Norman Müller, David Novotny,
Hung-Yu Tseng, Christian Richardt, Michael Zollhöfer, and
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AC3D: Analyzing and Improving 3D Camera Control
in Video Diffusion Transformers

Supplementary Material

We encourage the reader to inspect our visual results,
comparisons with other models and additional visualiza-
tions in the accompanying website in https://snap-
research.github.io/ac3d.

A. Ethics Statement
As with all generative AI technologies, there is the poten-
tial for misuse by bad actors. However, we anticipate this
technology will advance creative expression, education, and
research through:
1. Enhanced creative tools enabling filmmakers and edu-

cators to achieve complex camera movements without
specialized equipment, democratizing high-quality video
production and expanding possibilities for visual story-
telling.

2. More realistic synthetic video that better simulates real
world camera behaviors, improving applications in train-
ing autonomous systems, virtual production, and educa-
tional simulations where accurate camera dynamics are
crucial.

3. Advancing our technical understanding of how camera
motion affects visual perception and generation, con-
tributing to fundamental research in computer vision,
graphics, and human visual processing.

B. Limitations
In our work, we substantially advance the quality of 3D
camera control of video diffusion models, but our analysis
and method are not free from limitations.

OOD trajectories generalization. Both our model and all
the baselines struggle to generalize to the camera trajecto-
ries, which are far away from the training distribution of
RealEstate10K [198]. While, in general, it is an expected
behavior, it indicates that the model processes the viewpoint
conditioning information in a way that is entangled with the
main video representations. Another source of this issue is
the pre-training distribution of the base VDiT itself: natural
videos typically have simple recording trajectories and rarely
exhibit something that looks like 3D scanning. In this way,
producing OOD trajectories is not an attempt to control ex-
isting knowledge of a video model, but an attempt to induce
new knowledge into the model, which should require better
and more diverse fine-tuning data.

Motion analysis limitations. As discussed in Appendix D,
we estimate the optical flows in the latent space of
CogVideoX [168] autoencoder rather than the pixel space,

because it’s the space the video DiT operates in and early
trajectory steps produce disarranged decoder’s outputs. Be-
sides (as also observed by [75]), motion spectral volumes are
sensitive to the quality of optical flow estimation. While the
key conclusions (of the camera motion being low-frequency
and kicking in very early in the diffusion trajectory) would
hold since the are evident even with a bare eye from inspect-
ing the denoising process visualization, the exact behavioral
details of motion spectral volumes might change when an
optical flow estimator is swapped or the analysis is moved
from the latent to pixel space.

Linear probing limitations. We inspect the presence of
disentangled camera information in the video DiT model of
a particular architecture and trained on particular data. For it,
we observe that the knowledge starts to arise from the 9-th
block, but for a different instance of a video model it can be
distributed across the blocks differently. Besides, we only
evaluate it on RealEstate10K [198] test-set trajectories, and
do not explore classical camera estimation datasets. Such
analysis was sufficient to draw actionable conclusions and
improve our base method, but there is vast room in making
it more rigorous. We expect that video diffusion models are
capable of revolutionizing the field of camera registration
bringing strong priors about feature correspondences under
difficult conditions, like scene motion, changing lighting and
occlusions.

C. Implementation details

This section describes the training and architectural details of
the base VDiT, VDiT-CC , and our downstream experiments.

C.1. VDiT implementation details

Architecture details. Our video DiT [100] architecture fol-
lows a very similar design to the other contemporary video
DiT models (e.g., [10, 32, 102, 168, 196]. As the back-
bone, we used a transformer-based architecture of 32 DiT
blocks [100]. Each DiT block consists on a cross-attention
layer to read the text embeddings information, produced
by the T5 [108] model; a self-attention layer, and a fully-
connected network with a 4× dimensionality expansion.
Each attention layer has 32 heads and RMSNorm [182]
for queries and keys normalization. To encode positional
information, we used 3D RoPE [124] attention, where each
axis (temporal, vertical, and horizontal) had a fixed dimen-
sionality allocated for it in each attention head (we split
the dimensions in the ratio of 2:1:1 for temporal, vertical,
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and horizontal axes, respectively). LayerNorm [1] is used
to normalize the activations in each DiT block. We used
CogVideoX [168] autoencoder which is a causal 3D convo-
lutional autoencoder with 4× 8× 8 compression rate and 16
channels for each latent token. The hidden dimensionality
of our DiT model is 4,096 and it has 11.5B parameters in
total. Similar to DiT [100], we use block modulations to
condition the video backbone on the rectified flow timestep
information, SiLU [40] activations and 2× 2 ViT-like [26]
patchification of the input latents to reduce the sequence
size.
Training details. We train the model with the AdamW [89]
optimizer with the learning rate of 0.0001 and weight decay
of 0.01. The model was trained for 750,000 total iterations
with the cosine learning rate scheduler [90] in bfloat16. We
also incorporate the support of image animation by encoding
the first frame with the same CogVideoX encoder, adding
random gaussian noise (with the noise level sampled inde-
pendently from the video noise levels σt), projecting with a
separate learnable ViT-like [26] patchification layer, repeat-
ing sequence-wise to match the video length and summing
with the video tokens. During training, we use loss normal-
ization [60]. The model is trained jointly on images and
videos of variable resolution (256, 512 and 1024), aspect
ratio (16 : 9 and 9 : 16 for videos, and 16 : 9, 9 : 16 and
1 : 1 for images), and video lengths (from 17 frames to
385 frames). The video framerate was set to 24 frames per
second and we did not use variable-FPS training as contem-
porary works [93, 102] since we found it to decrease the
performance for a target framerate (at least, without fine-
tuning).
Inference details. During inference, we use the standard
rectified flow without any stochasticity. We found that 40
steps gives a good trade-off between quality and sampling
speed. We follows the same time shifting strategy as Lumina-
T2X for higher resolutions and longer video generation [32]
with time shifting of

√
32 for the 1024 resolution.

C.2. VDiT-CC implementation details
As being said in Section 3.2, VDiT-CC is a simple
ControlNet-like [71, 187] fine-tuning of VDiT for camera
control. We use smaller versions of the base VDiT blocks
with only a 128 hidden dimensionality and 4 attention heads.
Besides, we do not use cross-attention over the context in-
formation since we found it to severely decrease the visual
quality and camera control precision. For the Plücker en-
coding computation, we replicate the pipeline of VD3D [6].
Our linear layer that processes them contains 4096 hidden
features and SiLU [40] non-linearity.

C.3. AC3D implementation details
We train our complete setup for 6K iterations on the joint
dataset of 65K videos from RealEstate10K [198] and 20K
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Figure 7. Comparing rectified flow noise schedules: (orange)
vanilla standard logit-normal noise schedule proposed by [28] and
used for baseline experiments; (purple) biased but non-truncated
noise schedule; (pink) biased and truncated noise schedule.

dynamic videos with static cameras (this dataset is described
in Section 3.5 and Appendix F). We train with the learning
rate of 0.0001 using the AdamW [89] optimizer with weight
decay of 0.01 and cosine learning schedule [90].

As described in Section 3.2, since the camera motion is a
low-frequency type of signal, we propose to use truncated
and biased noise schedule: both at train and inference time.
In Figure 7, we visualize three distributions: 1) the standard
one used by SD3 [28], our base VDiT, and “w/o biasing
noise” experiment (orange); 2) the biased but non-truncated
schedule used in the VDiT-CC “w/o noise truncation” abla-
tion experiment (purple), which has some unnecessary and
detrimental probability mass in the high-frequency range;
and 3) our final schedule (red).

Each ablation experiment from Section 4.3 was trained
for 6K iterations on 32 NVidia A100 80GB GPUs.

During training, to plug in the conditioning camera pose
for our static dataset, we were randomly sampling extrinsics
and intrinsics parameters from a RealEstate10K dataset.

D. Motion analysis details

As discussed in Section 3.3, we perform camera motion anal-
ysis of generated videos at different time steps by inspecting
their spectral volumes.

For our analysis, we generate 200 random 121-frames
videos without time shifting [32] in the 288×512 resolution
with VDiT and manually annotate them for the following
labels: quality (a score from 1 to 5), scene motion strength
(a score from 1 to 5, where a score of 1 corresponds to
a completely still scene), camera motion strength (a score
from 1 to 5, where a score of 1 corresponds to a completely
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Figure 8. Our annotations collected for 200 randomly generated
videos from VDiT and used in our camera motion analysis in
Section 3.3.

stationary viewpoint), whether the camera is smooth or shaky
(a binary flag). We visualize the obtained scores in Fig. 8.
Next we discard the videos with the quality score of less
than 4, discarding 18 out of 200 videos: “broken” samples
(e.g., an artificial animation or a blank black canvas) indicate
a complete generation failure which we should exclude from
the analysis of the camera motion.

To analyze the spectral volumes differences between
scene and camera motion for Fig. 3, we extract three cate-
gories of videos from our dataset: 1) scene motion (videos
with scene motion, but with no camera motion); 2) camera
motion (videos with camera motion, but with no scene mo-
tion); and 3) scene and camera motion (videos with scene
motion and non-artifactory camera motion). The first cate-
gory (scene motion) was obtained by selecting the videos
with the camera motion strength of 1 (i.e., no camera move-
ment), and the scene motion strength of more or equal than
3; the second category (camera motion) was obtained by se-
lecting the videos with the camera motion strength of more
or equal than 3, and the scene motion strength of 1 (i.e., no
scene motion); the third category (scene and camera mo-
tion) was obtained by selecting the videos with the camera
and scene motion strengths of more or equal than 3 and the
smooth camera flag being true (to exclude shaky camera
movements). To analyze the spectral volumes for Fig. 4, we
took the videos which have scene or camera motion strength
of more or equal than 3.

To obtain spectral volumes, we need to obtain per-pixel
optical flow information. Since our VDiT is following the
latent diffusion (LDM) paradigm [111, 112], we opt for per-
forming optical flow estimation in the latent space of the
autoencoder. There are two reasons for that: 1) we noticed
that it provides more robust flow estimation at earlier denois-
ing timesteps (since the decoder part of CogVideoX [168]
autoencoder does not need to operate at out-of-distribution

Figure 9. Frames of the generated videos by the VDiT model (upper
row) and the corresponding PCA projections of their latents (lower
row).

inputs); and 2) the video model operates in this space. In this
way, we used the raw generated latents to estimate the optical
flow. Since most of the optical flow algorithms operate in a
3-dimensional RGB space, and our latents are 16-channels,
we projected them into 3-dimensional inputs via a PCA,
computing it independently for each latent. We found that
these representations maintain very strong spatiotemporal
resemblance to the original videos, as visualized in Fig. 9.

Following [75], we use PyFlow [99] coarse-to-fine optical
flow estimation to obtain more robust results. We attempted
to use Farneback [29] optical flow estimation, but observed
that it is less accurate and does align less with our visual
evaluation of the results. 121-frames 288× 512-resolution
videos correspond to 31 latent frames of 36× 64 resolution.
For each 6-th latent frame, we estimate its flow with respect
to each of the 24 subsequent frames. Next, we perform Fast
Fourier transform for x and y spatial coordinates indepen-
dently, compute the amplitudes and average them spatially
for each video.

E. Linear probing details

In Section 3.4, we perform linear probing of VDiT for cam-
era pose knowledge. For this, we use 1,000 videos of 49
frames and the 144 × 256 resolution from the test set of
RealEstate10K [198] and extract their internal representa-
tions of our VDiT model under various noise levels. We use
the noise levels σt of [ 18 ,

2
8 ,

3
8 , ...,

7
8 , 1]. The hidden dimen-

sionality of our VDiT model is 4, 096 and to reduce the mem-
ory requirements and speed up linear probing we project each
video representations into 512 dimensionality using PCA.
This results in latent representations of 512×13×18×32 for
each block, each video and each timestep. To construct the
training features for the linear regression model, we extract
the (spatially) middle vector of shape 512× 13 and perform
spatial average pooling to obtain a context representation of
512 × 13. We then unroll and concatenate them to obtain
the final training representation of dimensionality 13, 312.
We split our 1,000 videos into training and test sets as 900
and 100 and then train a ridge linear regression with the reg-
ularization weight of 25,000. Our target variable covers the
extrinsics parameters of the viewpoints, which are provided
by RE10K. We extract rotation angles and translations from
the extrinsic matrices and normalize them with respect to the
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first frame. Then, we compute the rotation and translation
errors on the held-out set of 100 videos using the evaluation
pipeline of CameraCtrl [38]. Since we have 8 noise values
and 32 VDiT blocks, this resulted into 256 linear regression
models in total. It was taking ≈5 minutes of CPU time to
train each model, and their training was parallelizable across
different cores.

F. Dataset construction details

As describe in Section 3.5, we construct a dataset of videos
with scene motion but recorded from stationary cameras.
One might attempt to build such a dataset in an automated
way by estimating the optical flow and checking whether
there is non-zero motion in the middle region of the frame,
and no motion on the borders. However, this would not
work well for a myriad of corner cases, which is why we
opted for manual construction. For this, we annotated 110K
internal videos for the presence of camera and the presence
of scene motion. Each video has a duration of 5−30 seconds
and covers various diverse categories of scenes: humans,
animals, landscapes, food and other types. Out of these
videos, 20K videos turned out to be the necessary ones: with
scene motion, but completely static scenes. We proceeded
to use them as our training data without further processing.
As being discussed in Appendix C, we augmented their
camera information artifically by using random extrinsics
from RealEstate10K [198].

G. Scaling bias

Classical feature-based camera estimation [115, 116] outputs
camera trajectories with arbitrary scale, as it does not possess
any priors about the absolute size of objects in the scene. For
example, a house might appear identical to a small object
like an apple when viewed from the appropriate distance,
making it impossible to determine absolute scale from visual
features alone. This lack of scale awareness complicates pre-
cise user control over camera trajectories: while the model
can determine the camera’s direction, it remains unaware of
the magnitude of each movement, as demonstrated in Sec. 4.
Ideally, all camera trajectories should be aligned to a consis-
tent reference scale. A natural reference would be a metric
scale, now achievable due to recent advances in metric depth
estimation [171]. We propose a method to rescale camera
trajectories across all data using the following steps:
1. Obtain 3D points from the COLMAP output and render

the COLMAP depth Df
c from these points for each frame.

2. Estimate the metric depth Df
m for each frame using a

pre-trained zero-shot metric depth estimator [171].
3. Calculate the re-scaling parameter λ̂ by solving the op-

timization problem λ̂ = argminλ Ef∼F

∣∣λDf
c −Df

m

∣∣,
where F is the total number of frames.

4. Set the camera translation vector t̂c to λ̂tc.

In Sec. 4.3, we show that training with properly scaled cam-
eras does not lead to visual quality degradation (even improv-
ing it slightly), and, as we demonstrate in our supplementary
visuals, makes the camera control more predictable and less
frustrating for a user by allowing to control the magnitudes
of camera transitions.

H. Additional Related Work
Due to space constraints, we summarize related 3D and an
extended list of 4D works in the appendix.
3D generation. Early efforts in 3D generation focused on
training models for single object categories, extending GANs
to 3D by incorporating neural renderers as an inductive
bias [3, 13, 24, 97, 117]. As the field progressed, CLIP-
based supervision [107] enabled more flexible and diverse
3D asset generation, supporting both text-based generation
and editing [19, 34, 53, 55, 114, 143]. Recent advances in
diffusion models further enhance generation quality by re-
placing CLIP with Score Distillation Sampling (SDS) for
supervision [20, 39, 61, 66, 74, 77, 78, 86, 103, 125, 144,
149, 169, 177]. To improve the structural coherence of 3D
scenes, several approaches generate multiple views of a
scene for consistency [30, 47, 63, 80, 83, 84, 118, 134, 141].
Alternatively, iterative inpainting has been explored as a
technique for scene generation [46, 119]. Recent works
also focus on lifting 2D images to 3D representations,
employing methods like NeRF [95], 3D Gaussian Splat-
ting [62], or meshes in combination with diffusion mod-
els [14, 35, 87, 88, 105, 129, 132, 135, 142, 173]. Other
studies explore fast, feed-forward 3D generation techniques
that directly predict 3D models from input images or text [37,
48, 56, 70, 104, 130, 131, 133, 136, 156, 162, 163, 183].
These methods, however, are limited to synthesizing static
scenes, in contrast to our approach.
4D generation. There has been significant progress in 4D
generation, i.e., dynamic 3D scene generation. These works
often rely on input text prompts or images to guide the
generation. Since the early advancements in large-scale
generative models for this task [121], significant strides
have been made in improving both the visual and mo-
tion quality of generated scenes [5, 33, 57, 58, 69, 81,
94, 109, 165, 178, 189, 195]. While many of these meth-
ods are conditioned on text input, other approaches fo-
cus on converting 2D images or videos into dynamic 3D
scenes [12, 23, 31, 33, 67, 72, 73, 76, 81, 98, 109, 110, 127,
138, 139, 148, 154, 157, 167, 172, 181, 186, 192, 195]. Re-
cently, several works [52, 79, 188] investigate physics priors
in 4D generation pipelines. Other works [15, 126, 185] en-
hance motion controllability with template-based methods.
Another line of work [4, 11, 159, 174, 180, 199] focuses
on compositional and interactive 4D generation. Another
strand of research extends 3D GANs into the 4D domain
by training on 2D video data [2, 164]. However, the quality
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of these methods is often constrained by the limited nature
of the datasets, which typically focus on single object cate-
gories. Moreover, the majority of these approaches tackle
object-centric generation. As a result, they typically neglect
background elements, and their visual fidelity falls short
when compared to the high photorealism achieved by state-
of-the-art video generation models, such as those employed
in our approach.
Motion-controlled video generation. Orthogonal to
camera-controlled video generation methods, another line
of work investigates object trajectory control [145, 147, 153,
170, 190, 197]. More recently, several methods [54, 91, 96,
106, 166, 175] focus on object trajectory control without
relying on additional external data or additional model fine-
tuning.
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